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On the basis of the Monte Carlo method a theoretical model of charge transfer processes in the mul-
tilayer nc-Si/CaF2 structure has been developed. The constructed self-consistent model has made it
possible to investigate the influence of the injection rate of charge carriers and the potential barrier
height of a dielectric on the volt-ampere characteristic of the structure. The dependence of the rate
of injection from a contact on the applied external voltage has been calculated. The main problem
(large counting time) of the theoretical model has been solved by organizing parallel calculations in
the developed code SIMPS. The realization of the SIMPS code written in the programming language
Fortran-95 on a computer cluster for parallel calculations with distributed memory is presented. The
results of the calculations demonstrate an increase in the calculation rate with increasing number of
processors.

Introduction. The progress made in the advancement of equipment and technologies of microelec-
tronics has led in the last few years to the creation of materials with the so-called "natural quantum confine-
ment" (NQC). The quantum nature of the processes proceeding in nanodimensional structural units of these
materials leads to a change in the electronic and optical properties of the whole system. As is known, the
most widely used and the cheapest, to date, material of microelectronics — crystalline silicon — is unsuitable
for constructing light-emitting devices because of the peculiarities of its band structure. The technology of
depositing thin layers of equally oriented nanodimensional crystals of silicon (the so-called nanocrystalline
silicon nc-Si) on CaF2 substrates, which has been developed in the last two to three years [1, 2], has made it
possible to obtain on its basis a direct-band semiconductor. Unlike the already well-known porous silicon, this
technology provides much better reproducible results, which  enables one to forecast the development of in-
dustrial semiconductor devices on its basis. One of the most promising directions of investigations in this
connection is the use of the properties of the nc-Si band structure for constructing light-emitting devices.

Today a number of experimental works devoted to the investigation of electroluminescence in
nanocrystalline silicon and its use for constructing light-emitting devices are known [1–3]. The authors note
a strong influence of high potential barriers of the CaF2 dielectric layers on the electrophysical and optical
characteristics of the structure. As one variant of overcoming this difficulty, in [1] a structure in which the
field is applied along the nc-Si/CaF2 layers is proposed. The problem of injecting charge carriers into struc-
tures is mentioned in these works; however, it is given less consideration and, as is known, contact phenom-
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ena produce a considerable effect on the processes in the structure and on the electrophysical properties of
the device on the whole. The authors of the present paper investigate the influence of the injection rate of
electrons from the A1-contact as well as the influence of the potential barrier height of dielectric layers on
the volt-ampere characteristic of the multilayer nc-Si/CaF2 structure on the basis of the results of the numeri-
cal experiment performed with the aid of the developed program code SIMPS.

In describing semiconductor structures, the Boltzmann equation can be solved directly only with con-
siderable simplifications and asymptotic assumptions in the initial model. Therefore, for modeling charge-trans-
fer processes in the nc-Si/CaF2 periodic structure, we used the ensemble Monte Carlo method [4]. In solving
a self-consistent problem, this method presupposes a large volume of calculations. This fact is now the main
deterrent to wide application of the Monte Carlo method of calculations. For instance, to obtain one point
on the volt-ampere curve of the structure being investigated, with regard for the anisotropic law of dispersion
for holes in our formulation of the problem about 20 h of operation of a P-166 processor are needed. In
the present paper, the problem of the large counting time is solved by organizing parallel calculations.

In the architecture of contemporary multiprocessor computers, two major directions are notable [5]:
(a) symmetric multiprocessor systems SMP with a shared memory (RM 600 E, DEC AlphaServer 8200/8400,
SGI POWER CHALLENGE); (b) MPP (Massively Parallel Processing) supercomputers with architecture with
a physically and logically distributed random-access memory (Cray 73D, Cray T3E, SPP1200/XA, IBM
RS/6000 SP2). An SMP computer comprises the shared memory file and a set of identical processors. In this
architecture, they have equitable access to the whole space of random-access memory. The presence of the
shared memory simplifies the interaction between the processors, but strongly limits their number. In such
computers, the total number of processors usually does not exceed 32, since a further increase gives no ad-
vantage because of the conflicts in accessing the shared memory. From the point of view of the applied prob-
lem, the SMP computer is an integral system with computational resources proportional to the number of
processes. The main advantage of SMP computers over MPP machines is the relative ease of programming.
Many of the programs developed for one-processor computers in the programming languages Fortran and C++

can be automatically paralleled by means of OpenMP translators [6]. At present, two- and four-processor Pen-
tium- and Pentium Pro-based SMP computers functioning in the Windows NT medium are readily available.

The supercomputers developed by the MPP technology combine thousands of processors by linking
each of them with the local memory due to the employment of a high-speed communication infrastructure.
Each processor has access only to its own memory. Access to a remote memory is only possible with the use
of a message-exchange system. All machines with a computing power of hundreds of billions of operations
per second are based on this approach. MPP supercomputers are the most expensive and powerful computers
in the world. One way to reduce the cost of MPP computers is the rejection of nonstandard communication
equipment in favor of conventional network equipment. Such a supercomputer is a cluster consisting of sev-
eral computers integrated by a high-speed network (Ethernet, FDDI, ATM, HiPPI, etc.). Clusters can be
formed from both different and identical computers. Each computer in the cluster is autonomous with an in-
dividual operational system and its own system resources. Modern clusters have characteristics comparable in
many ways to MPP supercomputers. If we add to this their relatively low cost, it becomes clear why these
much cheaper (compared to MPP machines) computers have found wide application in the last few years.
Unlike the SMP computers, a cluster as a system is formed at the applied level and not at the level of an
operational system. Programming in such a medium is a rather difficult task and requires special software for
the operation of parallel applications. The use of the programming language High Performance Fortran (HPF)
for the model of message-exchange distributed memory is promising. However, HPF features, so far, a low
efficiency as compared to the direct use of the message-exchange library MPI [7, 8].

Experimental Procedure and Basic Assumptions. The physical conditions of the experiment and
the main geometrical and technological parameters of the multilayer structure are analogous to those pre-
sented in [9]. The comparison of the obtained numerical results with the experimental data was also made on
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the basis of the data of [9]. The structure under investigation is schematically represented in Fig. 1. The
cathode and anode of the device comprise effective injectors of electrons (A1-contact) and holes (indium tin
oxide contact). In the constructed model, a structure with quantum wells formed by alternating epitaxial lay-
ers of nanocrystalline silicon and calcium difluoride is considered. It takes into account the processes of elec-
tron-hole tunnel transitions between individual layers and the interaction of carriers with optical and acoustic
oscillations of the nc-Si lattice, as well as the recombination at the boundaries of nanocrystals. From the point
of view of this model, the interaction of electrons with optical oscillations of the lattice was thought to be
small under the assumption of an isotropic parabolic conduction band [10].

Following the assumptions of [9], it is assumed that current transfer in the structure proceeds via
elastic tunneling of electrons and holes through the dielectric layers and their drift in the semiconductor lay-
ers. The probability of tunneling was calculated in the Wentzel–Kramers–Brillouin (WKB) approximation
[11]. A nondegenerate conductor was considered. As our investigations have shown, the electrical properties
of the structure strongly depend on the distribution function of charged particles injected from contacts. This
is primarily due to the small length of the device exceeding the mean free path of the charge carriers only a
few times. The injection of particles into the device is also described in terms of the WKB approximation.

The self-consistent character of the electric fields is taken into account: the influence of the charge of
particles of both signs injected from contacts on the electric field distribution in the device (curvature of the
interlaminar energy barriers), screening by the charge of individual layers of the structure, and the reverse
influence of the electric field on the charge distribution.

Physicomathematical Model. Charge carrier transport. The electric potential distribution ϕ in the
structure was calculated by the tri-diagonal method [12] on a uniform grid n = 0, ..., N with a step h along
the device axis

1

h2 ϕn−1 − 
2

h2 ϕn + 
1

h2 ϕn+1 = Qn , (1)

with boundary conditions of the first and fourth kind:

ϕ0 = 0 ,   ϕN = U ,   εn 
dϕ
dx



 −

 = εn+1 
dϕ
dx



 +

 .

For the involved case of the permittivity εn variable over the structure layers, the tri-diagonal coefficients are
equal to

Fig. 1. Diagram of the device: 1) Si layers; 2) CaF2 layers; 3) contacts.
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αn+1 = 
εn+1

εn + εn+1 − εnαn
 ,   βn+1 = 

εn (βn − Qnh
2)

εn + εn+1 − εnαn
 . (2)

To satisfy the Poisson equation, the method of "macroparticles" [4] is used in the present work. But
the utilization of macroparticles leads to the need for rather small time steps for the procedure to converge.
Because of this fact we had to abandon the introduction of "fictive" scattering [13] in drawing the time of the

particle free path in favor of numerical integration of the equation ∫ 
0

τ

WΣ(E)dt = −ln r by means of simple

summation on each time layer. When the integral on the left side of this equation that has accumulated during
the time of particle free flight exceeds the random value given at the start of the cycle, the scattering is
drawn according to the probability curves. After the scattering a new random value of −ln r is given. Upon
the expiration of the time step the field in the structure is recalculated and the procedure is repeated.

The equations of motion for electrons under the assumption of an isotropic parabolic conduction band
have a classical form and are considered in detail in [10]. Taking into account the considerable anisotropy of
the valence band of the form E(k) = ak2[1 − g(ϑ, ψ)] leads to a complication of the equations of motion for
holes and the necessity of calculating the integrals in time t:
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where g(ϑ, ψ) = √b2 + c2(sin4 ϑ  cos2 ψ sin2 ψ + sin2 ϑ cos2 ϑ)  depends on the azimuth ψ and radial ϑ angles

of motion of a hole. Here a = 
²
2 A
2mel
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 A

.

The tunneling of charge carriers via the potential barriers of CaF2 layers and the potential barriers of
contacts is described in terms of the WKB approximation and parabolic approximation of the form of poten-
tial barriers [11]. The action of the force of mirror reflection leads to a decrease in the potential barrier width
and height as a result of the smoothing of its angles. For the force potential of the mirror reflection the
authors used the expression
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The charge transfer in tunneling via the CaF2 potential barriers was realized with the use of the sta-
tistical weight method of [10] modified by the authors. At the start of the code it was assumed that the prob-
ability of overcoming the potential barrier in the direction of the field for the particles is 0.95 and counter to
the field — 1.0⋅10−5, and in accordance with these probabilities the tunneling for particles was drawn. The
true (calculated) values of the probability that the charge carriers have passed the barrier were taken into
account by the change in their statistical weight.
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The calculation of the energy parameters of the initial electron and hole beams in terms of the WKB
approximation was carried out in accordance with the technique developed by the authors and described in
more detail in [14].

Carrier scattering. In describing the motion of charge carriers inside the Si-grains, the interactions
with the acoustic and optical oscillations of the semiconductor lattice were taken into account. By virtue of
the fact that nanocrystalline silicon practically becomes a direct-gap semiconductor [15] the scattering of con-
ductivity electrons is described in terms of the isotropic parabolic dispersion law. According to this, the ex-
pression for the probability of absorption or emission of acoustic phonons by electrons takes on the form [10]
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For the valence band, taking into account the anisotropy leads to the expression [16]
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Only the "heavy" holes were taken into account since the contribution of the "light" holes is small because
of the low density of states in the valence band [17]. The maximum value for the probability density of the
energy distribution of acoustic phonons for them

P
% = (1 + 3 cos2 θ) 




(1 − cos θ) (E (k) % Eq)





1 ⁄ 2



 a [1 − g (ϑ′, ψ′)]





3 ⁄ 2
 

1

exp (²slong q
 ⁄ kBT) − 1

 + 
1

2
 & 

1

2
(7)

182



was chosen on the basis of the energy value Eq = ²slongq of the acoustic phonon equal to 10−2kBT . As the
minimum energy of the acoustic phonon, the authors used values up to 10−4kBT, but this did not lead to
changes in the results of the numerical experiment because of the small probability of such events and the
small displacement of particles caused by it. The above assumption led to the possibility of using the Neu-
mann procedure [10] for drawing the final state of the holes after their interaction with the acoustic phonons.

Since the effective mass of the density of states in the valence band practically coincides with the
averaged effective mass of the carriers [16], the expression for the probability of interaction between the
holes and the deformation potential of the optical phonons in accordance with the anisotropic law of disper-
sion coincides with the expression for the probability of interaction in the isotropic case:
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The anisotropy was taken into account by drawing the final direction angles of the hole in accordance
with the probability density distribution Pop = 1/[1 − g(ϑ, ψ)]3/2 with the use of the Neumann procedure.

Modeling of recombination processes was carried out according to the theory of [17]. In so doing, it
is assumed that the charge-carrier recombination occurs at the boundaries of nanocrystals where the lumines-
cence centers are situated. Two types of processes were considered: (a) electron capture to the free level with
photon emission and annihilation of the hole on the photon; the transition is characterized by the concentra-
tion of all the levels at the boundaries of nanocrystals, the concentration of the free levels, and the electron
energy; (b) transition of the electron from the boundary level to the valence band (hole ionization); the proc-
ess is also characterized by the total concentration of the levels and the concentration of occupied levels and
proceeds by the nonradiative mechanism.

Realization of the SIMPS code on parallel processors. For carrying out parallel calculations, in the
laboratory of radiation gas dynamics of the Academic Scientific Complex of the A. V. Luikov Heat and Mass
Transfer Institute of the National Academy of Sciences of Belarus an NT-MPICH program package of paral-
leling on five IBM PC computers with Intel processors linked by a local network with a TCP/IP protocol was
installed. In this cluster system, to organize an interaction between processes being executed on different
computers in solving the same problem, the MPI message exchange model is used. With the aid of the NT-
MPICH package we familiarized ourselves with the software of the MPI library and adapted the program
complex SIMPS for parallel calculations controlled by the Windows NT 4.0 operating system. The MPI is
now the most widely used model of parallel programming. On initiating the SIMPS the MPI message-ex-
change system separates a fixed number of identical processes and does not allow these subprograms to be
created or destroyed during the program execution. Each process is identified by a unique name and is exe-
cuted on one of the processors. Initially all subprograms are in the nonexecution state except for process 0,
which is executed off-line until a parallel construction is encountered in it. Then, by means of calling proce-
dures from the MPI library, it activates the inactive processes. All subproblems are run independently unless
they are explicitly coordinated by means of waiting for messages. Not a single process can access the vari-
ables of its neighbor. At the end of a parallel construction the subproblems coordinate their mutual operations
and share the data values by means of explicit transfer of messages. This enables individual processes to
remain weakly synchronized and thus achieve a good speeding-up due to the strong parallelism and also en-
ables them to carry out direct exchanges without calling the operating system, which leads to an increase in
the performance.

For creating the SIMPS code to be executed, the Compaq Visual Fortran 6.1a program package was
used. Execution was started by the RexecShell shell [18], which permitted creation, control, and check of the
processes. To ensure the computer cluster functioning in the Windows NT operating medium, the NT Cluster
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Manager (cluma) service was used. This service made it possible to provide communication and control of
the processes in the cluster. In the general case, some of the cluster nodes are configurated as computational
and are used for starting user jobs. The other nodes have certain resources (local memory, disk space), offer-
ing various services needed for executing jobs. When a parallel job enters the cluster system, the RexecShell
shell requests the required number of nodes. The system aids allocate to this job the required nodes and the
job initiates the operation. The cluster permits concurrent operation of several parallel jobs started from dif-
ferent computational nodes, each of which is executed on a certain set of processors.

Because of the relative complexity of parallel computers and their great difference from single-proc-
essor machines, one cannot simply make use of the traditional programming languages and expect a good
performance. Therefore, the problem of program paralleling becomes first and foremost. The algorithm for
modeling the charge transfer in a three-dimensional dielectric-semiconductor periodic structure is based on the

Fig. 2. SIMPS code paralleling algorithm
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use of the Monte Carlo ensemble method. Since the kernel of the Monte Carlo method in general and of the
given complex in particular consists of statistical data accumulation, SIMPS admits splitting into several equi-
table processes. Paralleling presents an additional difficulty, since it calls for controlling the operation of the
processors and coordinating the interprocessor interactions. The paralleling scheme is presented in Fig. 2. The
code provides for initial initialization of a certain common file of particle parameters, calculation of the elec-
tric field distribution in the structure, and calculation of the change in the particle parameters in one time
step. Calculations of the electric field and evolution of particles per time step alternate until equilibrium is
attained. To solve this problem on a parallel computer, it is necessary to distribute the calculations between
the processors so that each processor runs a part of the problem. At the start of the algorithm, in initializing
the MPI, the code finds the total number of linked processors noprocs and assigns to each of them its iden-
tification number nid. For the master processor the identifier nid is 0. In realizing the SIMPS complex on
parallel computers, the common file of particle parameters is broken up into units (according to identifiers
nid, see Fig. 2), each of which is accessible to only one individual processor. Thus, each computer node will
be calculating the evolution of not the common file of particles but only of a part of it. At the end of a time
step each node sends a message about new parameters of particles to the master processor. This processor
calculates the electric field, which has changed because of the redistribution of particles, for the whole file
and transfers these data to the other nodes. Thus, the medium of parallel programming NT-MPICH ensures
adequate control of the distribution of calculations and data communications.

Results. Using the above-described model and methods, we managed to obtain the volt-ampere char-
acteristics of the nc-Si/CaF2 structure for various conditions without resorting to the direct solution of the
Boltzmann kinetic equation. We investigated the influence of the rate of charge carrier injection from contacts
on the total current of the device. As the numerical calculation has shown, the electron injection rate pro-
duces a noticeably greater effect on the volt-ampere characteristic of the instrument than the hole injection
rate at a rated concentration of carriers in the beam of 1.0⋅1011 cm−3 (Fig. 3). First of all, this is due to the
fact that, as follows from the model, electrons are the main current carriers in the structure under considera-
tion. On the assumption of direct tunneling through the potential barrier of the dielectric the passage prob-
ability for electrons appears, on average, to be higher than for holes. As seen from Fig. 3, an increase in the
initial pulse of electrons by 0.5⋅10−20 g⋅cm/sec leads to a change in the current at least by a factor of two,

Fig. 3. Dependence of current I in the nc-Si/CaF2 structure on the initial
pulse of injected carriers at U = 5 V. Electron momentum: 1) 0.8⋅10−20

g⋅cm/sec, 2) 2.0⋅10−20,  3) 2.3⋅10−20,  4) 2.5⋅10−20, 5)  2.5⋅10−20,  6)
2.8⋅10−20, and 7) 3.5⋅10−20; dashed curve — current level in the experi-
mental structure [9]. I, mA; p0

ho, 10−21 g⋅cm/sec.
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whereas for holes departures of current are noticeable only at very low injection rates of electrons. For ori-
entation, the dashed line in the figure shows also the current level in the real structure with calculated geo-
metrical sizes and an external voltage of 5 V from the experimental work of [9]. The curves depicted in Fig.
3 were calculated on the assumption of effective potential barriers of CaF2 layers of 0.5 eV for electrons and
0.4 eV for holes. At higher barriers the tunnel current rapidly drops, which is corroborated by the experimen-
tal data of [1]. Proceeding from this fact, it may be concluded that direct tunneling through the potential
barrier of the dielectric is not the chief mechanism of charge carrier transport in the structure. A considerable
contribution to the current curve is likely to be made by the tunneling through the local levels as well.

In the present work, we also considered the distribution and mutual influence of the electric field and
the form of the potential barrier of the dielectric and charge carriers in the structure and did not directly

Fig. 4. Volt-ampere dependences of the periodic nc-Si/CaF2 structure at
a dielectric potential barrier height for electrons and holes, respectively:
1) 0.5 eV, 0.4 eV; 2) 0.5 and 0.3; 3) 0.4 and 0.3; 4) 0.3 and 0.3; 5) 0.3
and 0.2; 6) 0.2 and 0.2; 7) 0.1 and 0.2; 8) 0.1 and 0.1. I, mA; U, V.

Fig. 5. Calculated (1) and experimental (2) [9] volt-ampere dependences
on the assumption of an infinitesimally small hole component of the cur-
rent at a CaF2 potential barrier height of 0.5 eV. I, mA; U, V.

Fig. 6. Calculated dependence of the initial pulse of electrons injected
from a contact into the nc-Si/CaF2 structure. p0

el, 10−20 g⋅cm/sec; U, V.
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calculate the curvature of the contact barrier under the influence of the externally applied voltage. We con-
structed a grid of volt-ampere curves as a function of the height of the dielectric potential barrier (Fig. 4).
The curves in Fig. 4 were calculated for the carrier pulses in the beam being injected p0

el = 3.0⋅10−20 g⋅cm/sec
and p0

ho = −1.0⋅10−20 g⋅cm/sec. Fixing the dielectric potential barriers at the level of 0.5 eV on the assumption
of an infinitesimally small hole component of current, by the constructed grids one can determine the initial
pulses of electron injection from a contact at which the calculated volt-ampere curve approaches the experi-
mental one [9]. Both curves are illustrated in Fig. 5. The dependence of the initial pulse on the external
voltage (conditions on contacts) obtained for the calculated curve is given in Fig. 6. We plan to use the es-
tablished relationship in the future in modeling the operation of the electron injector in the structure under
investigation.

To estimate the reliability of parallel calculations, Fig. 7 presents comparison of the time dependence
of current in a periodic semiconductor structure found with the aid of the parallel version of the SIMPS code
with the result obtained from the sequential version. The departure of the two curves from each other was
2.7%, which demonstrates the fairly high accuracy and reliability of the paralleling model used.

Table 1 presents the results of SIMPS code tests for different numbers of processors in different con-
figurations (count time of 20 time steps). The acceleration χ was determined as the count time on one proc-
essor t1 divided by the count time on noprocs processors tnoprocs. The efficiency ξ was calculated as the
acceleration divided by the number of processors noprocs. In the calculations, the execution time on one
processor, the fastest one in the given configuration was used. According to  Table 1, the paralleling effi-
ciency remains fairly high for the case of two identical processors. With increasing number of processors the
efficiency degrades because of the increasing number of grid accesses and amount of transferred information.
The influence of the grid rate on the task paralleling efficiency can easily be determined by considering the
ratio between the count time on one PII 300 MHz processor and the count time on a cluster of two PI 150
MHz processors. Initially, the performance of one PII (130.7 sec) is higher by a factor of 2.66 than of PI
(347.24 sec). In the ideal case (without information transfer losses), two PI processors would carry out a test
in 173.62 sec and three such processors — in 115.75 sec, i.e., two PIs would be 1.33 times slower and three
PIs 1.13 times faster than one PII. In reality, with allowance made for the information exchange time in the
network the efficiency of the first case would be 92.5% and of the second case 77.0%, and thus two PIs
would be 1.43 times and three PIs 1.15 times slower than one PII.

The paralleling algorithm did not provide for dynamic distribution of the computational load on the
processors according to their speed. Inclusion in the cluster configuration of computers differing in perform-
ance without dynamic load distribution leads to a decrease in the paralleling efficiency because of the down-
time of the fast processors. Proceeding from the data obtained by us, it may be suggested that in the ideal
case (with no allowance for the data transfer time and with a proportional distribution of the computational

Fig. 7. Comparison of the current curves calculated on one (a) and three
(b) processors under equal initial conditions. I, mA; t, 10−14 sec.
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load), a cluster of two different processors (PI and PII) would run the problem in 94.96 sec. Adding to this
value the data transfer time from the case of two PIs (12.93 sec), we obtain the time the PI+PII cluster needs
for solving the problem with an optimum load distribution: 108.89 sec. As is seen from the table, in the
experiment this time was measured to be 139.88 sec, i.e., a PII downtime of 31 sec was observed.

It should be noted that the paralleling efficiency is strongly influenced by the physical formulation of
the problem and the algorithm of its solution. The problem given in the present paper is self-consistent, i.e.,
it requires the transfer of a large amount of data at each time step of the program, and this considerably
decreases the efficiency. Another problem impeding the code paralleling turned out to be the nonequivalence
of particles from the point of view of the time spent by a processor in calculating their paths. The authors
were faced with a situation where "short particles" got on a slow processor and "long" ones on a fast proc-
essor. As a result, the slow processor waited for a signal from the fast one, although the number of particles
on each of them was the same. The above remarks provide the possibility for further improvement of the
paralleling algorithm and for increasing the count time of the problem.

Conclusions. The theoretical model constructed on the basis of the Monte Carlo method has made it
possible to adequately describe the processes of charge transfer in the nc-Si/CaF2 periodic structure. The in-
fluence of the charge carrier injection rate and the height of the potential barrier of dielectric layers on the
volt-ampere characteristic of the structure has been investigated. The dependence of the contact injection rate
on the external voltage has been calculated. It is noted that in all probability the direct tunneling through the
potential barrier of dielectric layers is not the chief mechanism of charge carrier transport and it is necessary
to additionally consider the tunneling through the local levels. The acceleration attained in the parallel version
of the SIMPS code permits accurate and more realistic, in terms of time expenditures, calculations of the
charge transfer characteristics in periodic structures. The paralleling technique used in the present work is
also applicable to other distributed memory architectures (MPP systems).

The authors thank Prof. F. A. d’Avitaya and Candidate of Physicomathematical Sciences A. B.
Filonov for supplying the materials and for steady interest in this work.

NOTATION

αn and βn, n-layer tri-diagonal coefficients; ϕ, electric field potential; εn, n-layer permittivity; Qn, n-
layer charge; h, grid step; r, random number in the [0, 1] interval; τ, mean free time of a particle; U, exter-

TABLE 1. Results of the SIMPS Code Testing on a Cluster of Processors Differing in Configuration (count time
of 20 time steps)

noprocs PII
300 MHz

PII
300 MHz

PI
150 MHz

PI
150 MHz

PI
150 MHz tnoprocs, sec χ ξ, %

1 + 130.7

1 + 347.24

2 + + 68.4 1.91 95.5

2 + + 139.88 1.07 53.5

2 + + 187.55 1.85 92.5

3 + + + 53.54 2.44 81.3

3 + + + 54.27 2.41 80.3

3 + + + 150.63 2.31 77.0

4 + + + + 45.34 2.88 72.0

4 + + + + 98.17 1.33 33.3

5 + + + + + 89.3 1.46 29.2
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nally applied potential; A, B, and C, Dresselhaus parameters; p0x, p0y, and p0z, projections of initial pulses;
x0, y0, z0, coordinates of the origin; E, electric field strength; e and mel, electron charge and mass; ϕi(x),
image force potential; S, potential barrier width; W(k) and W(E), scattering probability of a particle; k, wave
vector length of an electron or a hole; q, phonon wave vector length; Ξac, deformation potential constant of
acoustic phonons; m∗ , carrier effective mass; slong, longitudinal velocity of sound; ², Planck constant; Nac and
Nop, number of thermodynamically equilibrium phonons; ρ, crystal density; E, particle energy; kB, Boltzmann
constant; T, temperature; Eq = ²slongq, acoustic phonon energy; Ξop, deformation potential constant of optical
phonons; ωop, frequency of optical phonons. Subscripts and superscripts: n, layer number; Σ, total; i, mirror
image; ac, acoustic; op, optical; +, for phonon absorption; −, for phonon emission; *, effective; el, electron;
ho, hole; hh, "heavy" hole; long, longitudinal; max, maximum; min, minimum; s, sound; d, state density.
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